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1 Introduction and executive summary

The SD1 ParaDIME Stack Target Success Criteria Becu includes a discussion of
the theoretical limits and target energy savingsragnally proposed in the following
documents:

 D2.1 Theoretical limits and target energy savingstribs success criteria
document (Device)

» D3.1Theoretical limits and target energy savingsrice success criteria and
initial hardware architecture requirements document

 D4.1 Theoretical limits and target energy savingstribs success criteria
definition and initial energy-efficient runtime neéigements document

» DA5.1 Theoretical limits and target energy savinggrios success criteria and
applications selection document

The contents of these deliverables have been dadated in order to present the
target success criteria for the entire stack and,ththe entire project, in a more
coherent and concise manner.

However, it should be noted that the document deésnclude the Requirements for
each of the stack layers, nor does it include médron on applications selection.
Instead, these requirements have been consolidatestparate deliverable, SD2
ParaDIME Initial Requirements and SD3 ParaDIME Agadion Selection
Document.

1.1 The ParaDIME Stack at a Glance
The final outcome of the ParaDIME Project

T e § will be a complete system stack that includes
novel architecture components based on

“beyond the state-of-the-art” technology, a

programming environment and an execution

Message frrordetecion & | framework for energy-efficient execution of
i htstiel =| concurrent applications.  This document

ACERCIOL AEY: defines thetarget energy savings for this

stack (including the applications, the

> programming model and respective APIs, the
g Fine-grines coarsegrained | runtime, the hardware architecture, the device
= scheduling ieheduling 2| level) by which the success of the project will

ADUCR-AIATS schediling be measured during the evaluation phase of
the project. In order to define these targets,
we first introduce analytical models for the
different methodologies studied in the
ParaDIME project: energy-efficient message
Task-specific Approximate passing, circuit and architecture operation
Aealmman SPIOREHE below safe voltage limits for drastic energy
savings, approximate computing, specialized
energy-aware computing accelerators, device
scaling, energy-efficient and proportional
data centers, carbon aware scheduling and

Message Hardware
passing support counters

WP3

WP2

Emerging devices  Voltage limits

Figure 1: The ParaDIME Stack
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energy-efficient storage in order to propose at'bescome” for the project.

The analytical models described in this documeatumed as a basis for calculating
the theoretical limits of the researched ParaDIMé&hadologies. These limits depend
on many parameters and characteristics that maybaotlefined or known yet.
Moreover, it is likely that the models will need b@ refined in order to bind the
theoretical limits in a more fine-grained way.

This document begins with an overview of the keyocapts and models used
throughout the remainder of the document. Eactiosethat follows focuses on one
specific methodology that we plan to employ in mgearching ParaDIME in order to
minimize energy consumption. First, we describe mhethodology or technique.
Then, we introduce the relevant analytical modeatg] finally, we define our target
success criteria and the baseline against whicplareto measure our success.

1.2 Background and Key Concepts

This section introduces several concepts used ghiaut the document. First, metrics
related with energy consumption are discussedyi@t by a discussion on the use of
cost-related metrics with respect to energy minatian.

1.2.1 Energy-related metrics

We will consider two main metrics for energy: ene(g) and energy-delay product
(EDP).

Energy (E) needed to execute an application isnddfby the execution time (T) and
the power of the system (P).

E=P=x*T

Thus, we can aim to reduce energy by reducing diectime, power or both. Many
well-known techniques to reduce execution timedglby incorporate more resources
to the system that imply an increase of power pagin. For example, adding more
processors can speed up the application; howewbeitpeed-up is not sufficiently
high the additional power dissipation of the addeatessors may increase the system
energy consumption.

Energy-delay product (EDP) weights more executiome tthan power. This metric is
valuable even for energy-constrained systems begaeréormance is still a concern.

EDP =E =T

Energy savings typically incur costs on other paftthe system. For example, if we
lower the voltage, we can gain energy, with thd oba higher failure probability. To
handle the higher number of failures, we have emdpenergy on reliability measures.
In the following we identify factors that influendbe energy consumption of an
application. Basically the energy consumption widn new methodology
(Emetnodology) 1S the difference of energy gaing,(;,) and costs H.) in
comparison to the energy consumption of the baselif),s.1ine)- There can be
several different sources of gains and costs.
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Emethodology = Ebaseline - Z Egain + Z Ecost

Depending on the requirements of the resourcesapipécation and the developer;
one could define weighting factors for the diffarensts and/or gains. This would
allow us to define individual energy profiles.

We start by considering the processor power diisipaCPU power can be modeled
as follows.

First, power is divided into static powefs{,:;c) and dynamic powerPg,,), power
dissipation due to capacitance charging or disehgrthe transitions from 0->1 and
1->0.

P = den + Pstatic

Ceransistor. Parasitic capacitance of a transistor and thehgetransistor drived/;,;:
supply voltage, f: frequency, 4 is the probability of toggling a bit.

— 2
den - E * Ctransistor * Vdd * f * Ftoggle
all transitors

E4yn is the dynamic energy.
T;: execution time of task i.

i —
Edyn - den * Ti

1.2.2 Cost-related metrics

We consider that energy minimization can be aclieyg minimizing the cost of
computation. With reduced energy consumption ouced energy-delay product, the
cost in electricity is reduced. With higher machirtéization, overall cost is reduced
because fewer machines need to be powered on thelsame applications.

If E, is the energy consumed to execute application & @ost, is the cost of
running the same application,

EA ~COStA

From the point of view of the application develgpgrmay not be clear how to
optimize an application to minimize energy. It da@ easier to measure cost than
energy at higher levels of abstraction. Moreoveis inot obvious that application
developers are concerned about energy consumpttile they have a motivation to
reduce costs.

For this reason, we include cost in addition torgneand energy-delay product as a
target success criterion of the ParaDIME methodetgenergy-related metrics are
useful when examining the methodologies at the aggvicircuit or hardware

architecture level, where the impact in energy oom#tion is clear. Cost-related
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metrics will be generally used at higher layerstlod ParaDIME stack (Run-time,
programming model or applications).

We can calculate the total cost of running an apgibn from the instantaneous cost
during execution and the total execution time. &pgplication runs on a number of
virtual machines. We assume that machines thahatreised are switched off, thus
the cost varies during execution according to tiization of the system.

The total cost of an applicatidis Cost,.

T, is the stop time of applicatioh
Costy (t) is the cost of virtual machine at tirhe

Ty
Cost, = z Costy (t)
t=0

P, note IS the power of the system when all machines ameet on,CostPerVmH is
the cost of utilizing one machine during one hour.
numV M is the number of virtual machines used.

The energy consumed by A is

Cost,
Pwhole *
numVM * CostPerVmH

From the previous formula, we can estimate the gnesavings of two
implementations oA, Aland A2 that have differe@osts i.e. utilization

Assuming
Costyq > Costy,

The saved energy is

Costy, — Costy, )

Panote *
whole * \ 7 VM = CostPerVmH

Assuming each implementation uses different hardwiiat will have different
maximum power consumptions and as a consequenfeetif CostPerVmH and
uses a different number of virtual machines, thientda changes to

Costy, Costy,
- PwholeAz *
numVMy, * CostPerVmH,,

P *
whole 44 numVMAZ * COStPeTVmHAZ
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A.Stack level methodologies

2 Efficient message passing

2.1 Methodology overview

Message passing programming models are known &ir émergy efficiency [VS10]
[MMS+07]. For this reason, in ParaDIME we will adap message passing model
that will be more efficient and scalable than staremory-based alternatives.

Another advantage of message passing is that tfezedit machines involved in the
computation are decoupled. This can be used toeaser the utilization of the
machines, which reduces the cost of computationieams to higher efficiency at the
data-center level.

In addition to the inherent efficiency of messagesging, we will provide hardware
support to further improve energy efficiency of sege passing.

2.2 Model

In the following, we provide an extension to a poweodel for parallel tasks
[RaRull]. We take this model as a basis for théowiohg extensions and add
incrementally measures to save energy such adgieation.

Parallelization (assumption: parallel tasks). According to Amdahlaw, it is
assumed that a task consists of a perfectly paraltde part and a sequential part.
The sequential part remains constant.

(g: processorsi: task, T;(q): execution time of task with g processorsg:
sequential execution time over total time)

0<o<1

T(q) = T;(1) * <(1 ; 2 a)

FromT;(q) we can model the energy consumption of the paradision.

Ecllyn(q) =q* Pcilyn(]-) * Ti(q)
= By xq 5 (—2 4 0) = Elyu(D) + (14 (4= D+ 0)

Compared with the energy of the sequential verﬁm(l), we can see that the
energy overhead of parallelizatiorigs— 1) * o

Communication costs: If we assume distributed memory machines, we have t

consider communication costs. Execution time inetudcommunication time
(TF°™™(q)) and is modeled as

1—
i) = i) (= o) + TE™(g)
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The communication time can be modeled based onctimemunication type as
described by MPI. m is the size of the messagepahé number of processord, 12
and t are machine specific constants.

single transfer Tm)xl+t-m
single-broadcast T(q, m)=2 log(q) + ¢t - log(q) - m
single-accumulation T(p, m)e2 log(q) +t - log(q) - m
multi-broadcast T@ m)#Fl+12-g+¢-g-m
gather and scatter T(Q, myrt+12-g+¢-q-m

The energy spent in sending messag,J can be modeled as followd,, is the
number of messages sent dngl is the energy spent sending a single message. This
can be split into two part®,,:, IS the energy spent transferring data Bpg, neqq IS

the energy spent anywhere else (for example, inndtevork stack or transferring
message headers).

Nm N
Eyp = Z Emj = Z (Eoverheadj + Edataj)
Jj=1 j=1

In ParaDIME, we will reducé,,.,ne.qq Py @avoiding the network stack and providing
very efficient and fast means to send data (formgta using registers).

E;.:a WIill be reduced by approximate computing (see iSecd) and by providing
accelerators for intelligent data movement, whiah bandle passing of complex data
patterns, transferring only required data (seei@e®&). This will also help to reduce
Nm, as well as exploiting locality (performing comatibn where data is instead of
moving data). The interconnection network can @lsy an important role to reduce
the energy spent to send messages.

Processor usage One way to save energy is to shut down unusedscdn the
following, we model efficient core utilization.

P,note All processors/cores are switched on and allsare fully utilized.
P; 4. Power when a processor is powered on but not used.

0 < U < 1is the utilization of cores, where the non-usedesare switched off or in
low power mode.

P = Pigie + U * (Pyhote — Piaie)
Utilization: Our hypothesis is that the decoupling allowed bysage passing will
lead to higher utilization ;) and throughput Tthry,) when compared to the

utilization (Us) and throughputl{hrs) of a shared-memory implementation.
That is,

Un(t) > Us(t)
and

10
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Thry (t) > Thrs(t)

We consider an application to be formed by a sé¢asks.N; is the number of tasks.
The throughput is the number of tasks processedquoemd.

Tasks

Thr =

If P(t) is the power consumed at timhéy the application, the energy required to
execute the application is

NT/Thr
E = f P(t)
t

The improvement in throughput will reduce the executime but higher utilization
implies higher power. However, by increasing uéitian the importance dPje is
reduced, which reduces wasted energy, thus impgomergy efficiency.

2.3 Baseline

The proposed methodology will be compared againshared-memory model and b)
conventional message passing implementation thegrdoinclude our improvements
for energy minimization.

2.4 Target success criteria

For certain methodologies, we cannot provide qtethte criteria because the amount
of savings is too dependent on the characteristitise applications that are used. For
example, the kind of messages sent, the frequeihmessage sending in addition to
task dependences, etc. can significantly affectlt®sNevertheless, we expect to:
* Reduce the cost of sending one message over comvaninessage passing.
* Reduce the number of messages sent with respemnientional message
passing.
* Reduce the energy-delay product of an applicatigih wespect to shared-
memory or conventional message passing.
* Increase the utilization of the system with respechared-memory.
* Increase the throughput of the system with resgeshared-memory.
* Reduce the cost of running one application witlpees to shared-memory or
conventional message passing.

3 Operation below safe Vdd

3.1 Methodology overview

We want to reduce power consumption and increasenkergy-efficiency at the CPU
level by decreasing the CPU’s supply voltage. Mod€PUs already incorporate
energy-efficiency measures. The processor supgextsral power states. The ACPI
standard defines exactly four different power stat@0 - C3. Besides power states,
the processor may also support different performastates. The number of
performance states differs between processors. aheywumbered PO, P1, ... , Pn.

11
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Each successively higher state reduces the prasegmsformance, because the
voltage and/or frequency is reduced.

Usually the operating system exclusively controlswer management features.
However, by overriding the operating system it asgible to scale voltage and/or
frequency even more aggressively, enabling evehehigavings. More aggressive
scaling is only possible by operating the CPU aa%f the manufacturer’s specified
safety margin.

Due to the recent issues impacting device scalsigva approach the end-of-the-
CMOS-roadmap, safe operation margins have beeadsirg. In particular, there is a
substantial “tax” in the case of guard-bands fqpdy voltage. Due to systematic and
random variability, increased thermal stresses ramige margins; this guard-band is
increasing. If we go below the safe limit and tesariated guard-band, one might
encounter sporadic errors while simultaneouslyrgayiower dramatically. This will
require support from several levels, for exampl@giselective duplex replication at
the architectural or programming model levels. #os approach to be worthwhile,
the energy savings must be higher than the castroécting the resulting errors.

Voltage reduction comes with the cost of increasialqy substantially. Thus, it is not
the most appropriate approach for time-criticaksasr applications. However, it is
still very attractive in many cases. For exampldais been proposed for data centers
servicing web pages, where it has been observeéd89a of overall energy is spent
in requests to tier 1. The workload is extremelyapjal with independent requests to
render web pages. Many cores operating with redwoddges can provide high
throughput in a very energy-efficient WigwBS10].

3.2 Model

s is the scaling factor applied to the nominal vp#taWhen s is 1, the processor
operates at the nominal vVdd.
s=>1

Energy includes energy spent in computatip,fpytation) Ut also the overhead
energy for error detectio®ferection) aNd recoveryHqcovery ); all three components
are a function o$.

E(s) = Edetection(s) + Erecovery (s) + Ecomputation(s) < E(1)
In order to save energy under scaling voltdtfae,) must be smaller thak(1), which
limits the energy that can be spent in error daircand recovery. Also, the error
detection capability of the fault tolerance schesheuld keep the vulnerability of the
system lower than the user’s restrictions.

Energy Saving in Scaling Voltage

12
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Figure 2: (a) Circuit energy; (b) Delay characterisic as a function of supply voltage for 14nm
CMOS technology

The effect of scaling down the Vdd for a given tealogy node is illustrated in

Figure 2. This figure shows the simulated circuiergy and delay as a function of
supply voltage for 14nm CMOS FIinFET technology. Tdéiecuit consumes less

energy when operating at a lower supply voltaget au the same time the

computation delay increases. By lowering the supplyage from nominal 0.8V to

0.6V, the circuit energy consumption reduces by A4®ith a 44% increase in delay.
If the supply voltage is lowered to 0.4V, the eryecgn be further reduced by 77%
when compared to 0.8V operating supply. This waekllt in dramatic increases in
computation error event and error rate. Moreovercan be seen in Figure 2, the
circuit delay increases significantly by 289%.

From these results we can expect substantial ergamg when Vdd is lowered as
well as a reduction of power. Regarding EDP, il vémain approximately the same
when reducing supply voltage, since energy andyde@nge roughly by the same
amount, as can be seen from the results for 0.@Weder, when the supply voltage
is reduced to voltages near the threshold, highereases in delay will offset the
energy reduction, which subsequently increases BHOP this reason, EDP is not a
target success criterion of this methodology.

The power reductions achievable with resilient catimg are bound by the increased
error rate. Reducing the supply voltage will inabily lead to more errors. The goal is
thus to find a sweet spot where the trade-offilststneficial. Figure 3 illustrates the
relationship between supply voltage, error ratel, @mputation speed. As the supply
voltage decreases, the error rate increases hneline sweet spot for the circuit
investigated in this example is between 1.16 add Yolts. At this point, the error
rate increased by about 0.04% and the computapereds was reduced by 0.2%.
However, the reduced voltage led to a net gaierims$ of power consumed.

13
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Figure 3: Impact of reducing supply voltage [‘CPU, Heal Thyself’, IEEE Spectrum, August

2009]
From the formula for energy,
E=PxT
if we assume that the increase in delay will béeotéd in the execution time in the
same proportion through a lower frequency, we @mnthat power reduction will be

proportional to the product of the energy reductod the delay increase.

P(s) E(s) T(1)
P EQ) T(s)

With a reduction of E of 45% and an increase iragelf 45%, we can expect around
38% reduction of power.

P(s) E(s) T(1) 1
P D T 0.55 * —= = 0.379

Nevertheless, the energy spent in error detectioincarrection mechanisms will limit
the reduction in power.

Error Detection [CUYF13]
Although fault tolerance is essential in orderdletate the drastically increasing fault
rate in the scaling voltage, it also comes wittoaerhead in energy.

Example Replication (i.e., execute twice and compareltesu the end) needs double

the power the execution time remains the same,usecthe tasks are executed in
parallel. We will apply a selective replicationrgplicate only when it is necessary.

14
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rep is the number of replicag is the number of processors,is the sequential
execution time over total time

Piyn(q,s,rep) = rep * Py, (q,s,1)

El,.(q,s,rep) = rep * Piyn(q,s,1) * Ti(q) = Elyn(q,s,1) xrep

Error Recovery (Transactions)[CUYF13]

A rollback means that after the error detectionwiele task has to be repeated, and
might fail again. For recovering from errors, wenceonsider reliability-purposed
transactions (TX) as the basic recovery block [YUQH A TX has failure atomicity,
l.e. in the event of a failure it aborts the TX,does all the TX side effects, and
restarts the TX.

Prohk{f): Probability of having a faulty bit in the corat a time under given
frequency

Probrx(f): Probability that a TX has a fault under givieequency

Probrx is calculated as the probability of having a fielin TX is subtracted from 1.
It depends of the size of the transactionsize

Probry =1—-(1—- PrObcore(f))SizeTX

A recovered transaction also may fail and requirecavery again.

1
Ty(t.) = T;(q) * Probry * (m)

1

i
1- Probrx) * Payn(qs,rep. 1)

Elyn(@,5,7ep, £) = Ti(@) * Probr » (

. 1
= E(liyn(q, S, rep, 1) * (1 + PTObTX * (m))

3.3 Baseline

The proposed methodology is compared against openatth nominal Vdd values.
Baseline is a processor with similar resourcesaipey at nominal Vdd.

3.4 Target success criteria

* Reduce P dissipation by approximately 30% for Vadow the safe limit,
including the overhead of error detection and ative mechanisms.

* Reduce E by approximately 40% for Vdd below thes dahit, including the
overhead of error detection and correction mechasis

« Limit performance decrease (to less than 5%) wipemating at nominal Vdd.

* Enable lower values of Vdd or higher performancenaininal Vdd with
existing error detection and correction mechanisms.

15
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4 Approximate computing

4.1 Methodology overview

Several studies have shown [EUVGO09] that betweér a0d 70% of the values in
the processor are narrow, depending on the arthiggcapplication and the number
of bits needed to consider a value narrow. Thisns¢hat the processor doesn’t need
to load, store or compute the upper bits of argeteralue if it has been identified as a
narrow value. Errors occurring in these bits ase alot relevant.

A similar approach can be used for floating poialues when maximum precision is
not required. In this case, the least significars &f the mantissa are not relevant.

4.2 Model

From the number of instructions, the average cypksinstruction ¢PI) and the
frequency freq), we can calculate the execution time.

T =1x*CPI *

freq
Similarly, the number of instructions and the ageranergy per instructiortPI)
provide the total energy.

E =1xEPI

Approximate computing will reduce CPI and EPI oé tinstructions that operate on
narrow data and reduced precision.

We can classify all instructions as floating po(RP), integer (INT) or memory
(MEM). Approximate computing can be used to redilngeenergy require to execute
instructions of all three types.

Ipp + Iyt + Iypy = 1

Ryem, Rint, Rppare the fraction of each instruction type that afes on narrow
values or reduced precisioRyzy, Rint, Rppdepend on the number of bits that are
used for narrow values or reduced precision. Smalldths decreas® gy, RNt
Ryp because less computation can be performed withaceeptable accuracy.

INT instructions that operate with known narrowued and FP instructions that
operate with reduced precision can save energhanAlLUs and the register files.

Also associated logic such as the bypass logienaller and consumes less energy.
Existing techniques to exploit narrow values typicaetect which data is narrow

dynamically, which requires including additionalllfack mechanisms. We won't

incur in the overhead of detection and fallback na@tsms because narrow values
will be annotated.

MEM instructions save energy by reducing the amairdata that has to transfer. If
narrow integer data and reduced precision FP datpacked in memory, also
performance can increase. Another possible souremargy reduction is the use of
narrow values for address calculation This can ha&dp to reduce the number of TLB
accesses.
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From Amdahl’s law

Speedup =
(1-P) + %
red = CPI
CPl,e, = (1 —red) * CPI,, + TM
red = EPI
EPI,, = (1 —red) * EPl,;y + ——21¢
Senergy

red is the portion of instruction that will bendfibm the reduced precision.

redgp = Ipp * Rpp
red;yy = Iyt * Rinr
redygm = Iuem * Ruem

Energy and latency of FP multiplication decreasesarly with mantissa bit-width
[TONROO] soS andSep.4,Will be linear to the difference between the oradidata
width and the reduced data width.

INT instructions also have a linesy,.4,but typicallyS will be 1, because latency is
already small in cycles. In order to benefit frohe tlatency reduction frequency
should be increased, which increases power. Anqibssibility is to exploit narrow
integer values by computing several operationsanalfel on packed values.

For MEM instructions, there are fewer bits to tfangrom data cache. The reduction
N SenergyiS linear but only to the part that applies to datansfer. Address
calculation and TLB accesses can also benefit framow values.

4.3 Baseline

The proposed methodology is compared against filthWVIEEE754-compliant data
and arithmetic.

4.4 Target success criteria

For certain methodologies, we cannot provide qtetnte criteria because the amount
of savings is too dependent on the characterisfitise applications that are used. For
example, the portion of computation that can ber@pmated (that can use narrow
values), the minimum width that can be used to pcedacceptable results, etc. can
significantly affect final results. Nevertheless axpect to:

* Reduce E for execution of applications that use@ced precision and narrow
values.

 Reduce EDP for execution of applications that usguced precision and
narrow values.

When using reduced precision, the difference ipaiushould be acceptable (what is
acceptable depends on the application).
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5 Heterogeneous computing

5.1 Methodology overview

CPUs are general purpose microprocessors. Butteegrhave a multitude of special
purpose circuitry to help with, e.g., floating pbioperations and streaming data
manipulation (SSE1/2/3/4). Besides the CPU, thezeother components, which take
over specialized tasks. The most prominent exanspthe graphics processing unit
(GPU). The GPU is aacceleratorfor graphics processing. Rendering 3D scenes is
complex task which can, however, be speed up #agnifly with special-purpose

hardware. The idea of accelerators is to implengentain functionality in hardware

instead of executing it in software on a generappse processing unit. By offloading
tasks to the accelerator, the general purposeisiritee to do alternative work, or

sleep if there is nothing else to do. The acceberdiecause it is specialized, will
perform the same task more efficiently.

The challenge with accelerators is to identify dntakks which are executed
frequently. With each accelerator there is an aasmt development cost which
makes it prohibitively expensive to blindly casteexthing in hardware. The
accelerator's cost must be amortized by executinfreiquently. Otherwise, the
development, circuitry, and energy costs do notréae

A recent study [WL08] has shown that for a giverwpp chip budget, one can
improve both energy efficiency and performance bgnlining few state-of-the-art

superscalar processors with many small but eneffigpyemt cores (see Figure 4).

However, this project will venture beyond this issas the effectiveness of such
“classical” heterogeneous cores will be limited amdl not deliver the expected

performance with increasing core count towardsethé-of-the-CMOS-roadmap. In

fact, due to power envelope issues not all of thip will be able to be powered on at
a given time giving rise to the dark silicon phermon [EB11].

One way to deal with the dark silicon problem isotigh the use of specialized
accelerators [BC11]. Hence, we foresee the emeegand eventual dominance of
special-purpose energy and power efficient accelesdahat are tailored for a certain
group of applications such as security, speechgration, image processing, and
artificial intelligence. Recent research [CG+11pwhk that specialized accelerators
can improve energy efficiency and performance by 8Bd 9x respectively. The

performance benefits of accelerators could be éeploto utilize them for error

detection and as special-purpose units to incréasefficiency of message passing.
Less specialized accelerators such as vector gaitsalso improve both energy
efficiency and performance of many tasks. Thesemisions will force us to rethink

the way we develop concurrent software and apprdaioha way that achieves high
scalability while leading to a radical reductionesfergy consumption.
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Figure 4: By exploiting heterogeneous core, one camprove performance and power efficiency. In
this example, combining one state-of-the-art supetalar processor combined with many smaller
more energy-efficient cores is better than using dy one type of processors for a given chip power
budget [WoLe08]

5.2 Model

The following model is inspired by the work from @ty et al. [CMHM10]. The
model includes three types of cores: 1) basic caimgiengine (BCE), which is a
very simple in-order processor with limited or nexisting speculation, 2) sequential
core (SEQ), which represents aggressive out-ofrqudecessors and 3) accelerators
(ACC). The parameters and characteristics of SEHQAEC are normalized to BCE.

We characterize cores with Area, performamerf) and power R), all normalized
to BCE. Energy is derived from performance and powe

£ = P
~ Perf

5.2.1 Core level
A BCE core has the following characteristics.

A?"eaBCE = 1
Perfgcp =1
PBCE'P)z 1

BCE
Egep = —2<£ =1
BeE Perfpcg

SEQ utilizes more area than BCE.

Areasgg =71

19



SD1 ParaDIME Stack Target Success Criteria Document
Version 1.0

We use Pollack's law [Poll99] to estimate the penfance of the sequential core as a
function of the area it uses.

PerfSEQ(r) =r

For this kind of processor, there is a super-linedationship between power and
performance [CMHM10].

Psgq (r) = Pe?”fSEQ (r)* = ra/?2
The value of alpha has been estimated to be 1GfBN06]

In order to model the ACC cores, we first assuniBC&-sized accelerator, which is
characterized by its power and performance relatv&CE.
AreaACC = 1

Perfacc(1) = u
Prec(D) = ¢

For larger accelerators, we assume that both pewerparallel performance scale
linearly with the resources used to execute parsdietions of code. [CMHM10]

AreaACC == k
Perfycc(k) = u(k) =ux*k
Pycc(k) = (k) =@ *k

5.2.2 System level

Now we consider a heterogeneous system HET witfe@ Sore and 1 ACC. The
system has total area

Areaypr = Areaggg + Areaycc = n
We assume that the SEQ core has area
Using Amdahl’'s law we can model performance of HET system, being f the
portion of time when the accelerator is used , this fraction of time where an

accelerator is used.

1

Perfugr(n) = 1=

Perfiz(r) | A —1)

Assuming perfect power gating, we can also modepttwer of the HET system.

Pypr(n) = (1 — f) * Psgo(n) + f * Pycc(n)

20



SD1 ParaDIME Stack Target Success Criteria Document
Version 1.0

Pyer(n) (1= f)Psgo(r) + f * Pacc(n — 1)

Per fypr(n) a =7 1
Perfsgq ) + Perfacc(n—1)

— ((1 — f) * Psgo(r) + f * Pycc(n — T))

Epgr(n) =

(e Pt )
Perfsgo(r)  Perfycc(n—r)
= (A=pere 4 frprm—n)«(

1-f f )

r¢ ux(n-r)

We are not considering parallel execution and nggspassing but accelerators fit in
there as well. The HET system is simply a nodénefdomplete system.

Accelerators for message passing may work in pdraith the main system. In this
case, SEQ wouldn’t be powered off.

Psgo(r) + f * Pyec(n — 1)

In this case, the improvement in performance wplg to the communication costs.
From Section 2:
T (@)

1—o0
T;(q) = T;(1) <T + 0) + Perfoce

5.3 Baseline

The baseline is a system without accelerators.alicelerator is compared against an
aggressive out-of-order superscalar core (SEQ)aasichpler less power-hungry core
(BCE).

5.4 Target success criteria

* Accelerators that have loy and high u, thus improving EDP above SEQ.

* Accelerators that have lowegs and/or higher p over GPUs which today
represent the state-of-the-art in available acatdes. Our reference values
are empirically measureg and p for GPUs [CMHM10]yp: 0.26-1.27, u:
0.75 — 17.0¢p can be higher than 1 (higher power than BCE) ag &s it is
compensated by higher values of |, therefore impgopower efficiency.
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B.Device level specific methodologies

6 Device scaling

6.1 Methodology overview

The scaling of conventional planar MOSFETSs has lfaeimg problems such as sub-
threshold swing degradation, significant DIBL, fiuation of device characteristics,
and leakage. The MOSFET can be thought of as dongsisf two wells (source and

drain) separated by a barrier (channel).

Thermionic
emission \
c QM
— on .
% tunneling Sl:]m = |(iﬂ
w BTB ’ channe
Eva tunneling \ leakage
: Source y
o8k —> A P

* Planar gate: limited electrostatic control of the channel \ = \," b i detannel

“ox

Figure 5: Short channel effect in MOSFETs

When the channel length reduces, no effective draisi formed between the source
and drain and the transistor “OFF” current increadeevices with an improved
electrostatic control over the channel are needeegate transistors (FINFETS, see
Figure 6) have better control of short-channel @ffewhich enables further gate
length scaling than plan&i devices (see Figure 7). We have observed improved
subtreshold slope and Drain Induced Barrier Lowg(DIBL) for scaled. FinFETs as
compared to planar devices. FINFETs are enablingee for the 14nm technology
(and beyond) technology generation.

Drain FinFET (1BM, AMD, Freescale, NXP)

FiNFET

Source
Figure 6: FINFET devices
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Figure 7: FINFET devices- better scalability over fanar devices

As we scale down even more, the need for high mylmhannel materials become
more significant for improvement in performancethe context of carrier transport in
short channel devices, as it is dominated by ballisansport, mobility loses its
meaning. However, low effective mass is still intpat to obtain high source
injection velocity and therefore mobility is stil good indicator for high drive
current.Ge andlll/V materials have a high carrier mobility, but do hatve a stable
natural oxide with good interface properties (sashtheSi/SiO2system). Electrical
passivation of the high-p / high-k interface is ajon challengeGe pMOS devices
with Si passivation have better performance tsanExcellent performance of short
channel (70nm) is observed @e pFET devices. Drive current scales with EOT as
expected (40% increase in lon when EOT scales fr@Bnm to 0.85nm).

6.2 Model

6.2.1 Effect of scaling on Device performance and power

0
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Figure 8: (a) Performance and power ; (b) Performane and energy; (¢) Performance and
leakage comparisons with different CMOS technologe
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This section evaluates the performance improvensm reduction in power
consumption due to technology scaling. Due to lahiavailability of compact models
beyond 14nm, an early comparison between 28nm d¢éogy node and 14nm
technology node is performed. Please note thatealllts reported in this section is
based on early assumptions in the compact modeln@pthe course of the project,
compact models will be developed to evaluate thegpaand performancegains for
advanced technology nodes and different devicegur&i 8 shows the simulated
power, energy, leakage and speed performance @4 iRverter circuit based on
representative CMOS 28nm, 20nm and 14nm (FinFEChnelogy nodes. We can see
by continuously scaling down the device dimensiogether with novel device
structure, the 14nm process offers 79% reductideakage, 69% reduction in power
and energy while maintaining identical speed pemtoice, when compared to the
28nm technology node. If we average the amount nogprovement over two
generations of technology node (28nm and 20nm)caveforesee we can expect the
energy consumption of at a device level is redunedver 25% per technology node
transition.

6.2.2 System level evaluation

It is important to evaluate the effect of technglagnovation at an application level at
the initial phase of the device architecture andcess assumptions. Process
assumptions are chosen to enable pitch scalingruheéelimitations of tools and
materials with some early learning from processettgyment of individual modules.
The applications Key Performance Indicators conmemlecover High Performance
Computing (HPC) and High Performance Mobile (HPMackaging and thermal
requirements define the specifications of HPC whigtery is the major bottleneck
for HPM and autonomous sensors (AS). Targeting éwmark takes into account
several elements of system-on-chip (SoC) that rafgen PPAC (power,
performance, area, cost), power and clock integoitggpplicability of traditional low-
power techniques such as multi-Vt and dynamic geltaand frequency scaling
(DVES).

32/28nm 14nm Frin DEVICE INFORMATION 2 w  u 10
s z A > [lon-[uAum] 1056 194]  1382] 1500
o -[nAm] 0] 0] 100 100
- uAum] R G
$5- [mVide] 108] 108 & 75
DBL - [mVAV] 0] 13 W 5
ECT-A 1 P 8
Mobilty factor 100 o712l 115] 082
Viin - ] w1 T B
Visat - [mV] 148 154 127 127
bn bf 1.05E+04] 1.19E+04] 1 34E +04] 1B0E 04
PN raio 123 115]  100] 130
Cox-Fum % G I

Figure 9: Estimated device parameters for advancetechnology nodes

22/20nm 10nm

Traditionally, target pitches for device and intaroect are selected to enable 50%
area downscaling node-to-node. lon-loff targetsgaren in Figure 9 as well as short-

channel behavior targets such as subthreshold slogeDIBL. Considered devices

for targeting are bulk planar for 28 and 20nm, &dxd bulk finFET for 14nm, and

llI-V or SiGe based finFET for 10nm. For finFET ahtages of subthreshold slope
and low loff are reflected in the selection of deviparameters as well as careful
selection of fin geometries to ensure good eletatimscontrol. We analyzed these
targets at application level in order to if PPA@&s are met or not.
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6.3 Baseline

The characteristics for one technology node are pewed with the previous
technology node.

6.4 Target success criteria
Averaging the amount of improvement over two geti@na of technology node, we
will:
* Reduce the energy consumption at the device leyehtre than 25% per
technology node transition.
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C. Data center level specific methodologies

7 Energy-efficient and energy-proportional data
centers

7.1 Methodology overview

Data centers typically show a low average servéization of 50% or less. The
reasons are manifold: first, systems start to behapredictably approaching 100%
utilization. Second, to cope with load surges thatest be enough “headroom?”, i.e.,
systems are traditionally overprovisioned.

We acknowledge that energy efficiency is confligtiwith these goals. Low system
utilization directly translates into low efficiencyA server’'s energy efficiency is
highest at 100% utilization. A fully utilized servenay draw, for example, 300 W.
The same server at 0% utilization will still drawoait 40% of its peak power, i.e.,
0.4*300 W = 120 W. Even though some server compisneng., most prominently
the CPU, support different power states, this ifodanately not the case for all
server components. The base power consumption iof@server is far from the ideal
oW.

To increase the energy efficiency at the data cehe goal is to increase average
utilization levels. By pushing utilization levelpputhe comparatively high baseline
power consumption is compensated for. We plan tobai the previously mentioned
drawbacks of high utilization levels by executingn& of compute tasks on each
server. We distinguish between two types of tasksractive and batch. Interactive
tasks have stringent performance requirements sg@deas service level agreements
(SLAs). They are latency-sensitive because they ear@-user driven. A typical
example is a web server. The end user requestsbgpage from the server which
should answer as quickly as possible, e.g., withi@ second.

Batch tasks, on the other hand, have turnarounestiimat are 2 - 3 magnitudes larger
than interactive tasks, i.e., hours or days. Thexilility allows us to achieve
utilization values of 90% and higher. Each servazcates a mix of interactive and
batch tasks. We have to ensure that interactive f@ver account for more than, say,
50% of the load. Additional capacity is consumeddhtch tasks. Whenever there is a
spike in interactive load, batch tasks will yielekir resources to the interactive tasks.
As soon as the surge in interactive load subsitles,batch tasks will continue
executing, occupying all available spare resources.

Energy-proportional computing follows naturally fmoour goal to increase server
utilization. Operating the server as close to 10@hzation as possible will ensure
energy-proportionality. The worst operating poiot fa server is at 0% where it
consumes up to 50% of its peak power while doingseful work.

7.2 Model

We model the projected energy savings by definmgi@per bound of the utilization
due to interactive jobs calldd,;., mqr. Whenever the current interactive utilization,
Uinter» €XCeeds the maximum more servers must be bramdime. The utilization
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due to batch jobs is referred to 8g,:cr,. TOgether, Uiier @and Upgeen, fOrm the
overall utilizationU

U = Uinter + Upatcn

The current interactive and batch utilization areasured. If either of the three
utilization values exceeds its limit additional \ss must be brought online. The
target number of new servers is calculated accgrdirthe following formula

NTLBW = UC‘LLT‘T‘BTlt * Ncurrent/Utarget

That is, the new number of required machines cacabmilated based on the current
utilization and server count combined with the ¢argitilization. Consider the
following example: 100 servers are online, andutikzation mix is 60% interactive
jobs Uinter) and 30% batch jobJf,:cn), for a total utilization of 90%U). The
threshold for interactive jobs is 50%fter max): 1-€., Uinter Must be reduced by 10
percentage points. The overall target utilizatioopd from 90% to 80%, i.e., 90% =
60% + 30% - 10%. 100 servers ran at 90% utilization

7.3 Baseline

Our baseline is a data center where servers arerpdwon all the time. Energy
consumption is calculated based on the utilizalttmel of each server over time. The
total consumption is approximated by summing thesomption of each individual

server. The utilization of server n is denotedlhyand RU,,) is the consumption for

a given utilization. The total number of serverslis

N
PNIC

Aggregating the total consumption for a time pengpees the total consumption for
the period

7.4 Target success criteria

* Increase the average server utilization from curegitization by 20-50%.
The higher we are able to push the utilizationrtiee energy-efficient the
data center will become. Ideally, we aim to rea®Bo9but this depends on
the requirements outlined earlier. We increasecttergy-proportionality by
switching off idle machines.

* Achieve savings of 50% of power consumption comgpate a static
resource provisioning. The current modus oper@do leave all servers
powered on all the time. The possible savings astricted by the load
variations. Because the pessimistic approach t@aigp planning is to
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provision for twice the peak load, we believe ispible to achieve savings
of 50% compared to a static resource provisioning.

8 Carbon aware scheduling

8.1 Methodology overview

Energy efficiency is less important if sufficienheap and emission-free energy
sources are available. Because energy is a growusy factor for data center

operators, reducing the overall consumption in treduces the overall operating

expenditures. Coupled with penalties for carbonssimns the urge to cut energy
consumption is even stronger. If, however, a chaagp “green” energy source is

available, the overall consumption may suddenlgdmondary.

When data centers have access to alternative esergges, say solar and coal, the
guestion of where to process a task is then alperakent on where energy is cheap,
plentiful, and green.

8.2 Model

To model the effect of carbon-aware schedulingmsduce a brown energy t@dax
into the cost calculation. The cost per jalpst, is calculated according to the
following formula:

Cost = PUE x (B* (P, + Tax) + G x F) = L

PUE power usage effectiveness of a data center
B percentage of brown energy for a data center
P, price of brown energy in Euro per kilowatt hour
(EUR/KWh)
Tax brown energy tax in Euro per kilowatt hour
G percentage of green energy for a data center
Py price of green energy in Euro per kilowatt hour
(EUR/KWh)
L length of compute job in hours (h)

This allows us to calculate a projected cost fahgab. The job cost varies for each
data center as the mix and cost of available ensogyces is different for each data
center. By incorporating a brown energy tax inte tost we include a mechanism to
favor CO2-friendly data centers. The job cost ikwated for each data center and
the job is executed in the data center with thstlpeojected costs.

8.3 Baseline

The baseline is a system which is oblivious to daebon emissions. Jobs are
scheduled on availability and cheap computatiomuess alone. The energy mix
used for the computation may incidentally incorp@ne@newable energy sources, but
no conscious effort is made to increase the peaigentf renewable energy sources.
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8.4 Target success criteria

* Increase the proportion of “green” energy (to “bndwenergy used in
computing whenever it makes economic sense to ctampith “green”
energy.

9 Energy efficient storage system

9.1 Methodology overview

The energy-efficient storage system is an objemestvith a simple interface to get,
put, update, and delete objects. Objects are bidatg blobs as far as the storage
system is concerned. Each object is replicatgdtimes, whereep is the replication
factor. The replication factor is tunable. It allwdifferent trade-offs for data
availability and storage overhead. Besides the mim replication factorep, there
exists additional copies of popular objects. Thesst solely to cope with increased
read requests. Whenever the aggregated clienttnreadghput exceeds the available
bandwidth of live replicas, additional copies areught online. This ensures that the
storage system only consumes energy in proponidne client demands.

9.2 Model

The minimum number of disk¥,,;, required to store all data items is defined by the
total data sizeSz, the replication factorrep and the disk capacitfap. The
parameters are connected by the following relaligms

Sz < Cap * Ny /Tep

That is the total data size times the replicatiactdr must fit not exceed the drive’s
capacity. However, total storage size is only ooacern. Disk read and write
bandwidth is a second factor. The aggregated ctieaughputThr,j;e,; Must not
exceed the available total disk throughgitr,,:,; Where the total throughput is
defined by the individual disk throughply;s; and the total number of disks

Thtriotar = Nmin * Thrgisk

Saving energy in the disk subsystem is only possdibtause of load variations. When
the load is low and consequently the client thrgughs also low, disks can be spun
down. The power consumed by an active disk is aehbyP, ;.. The total power
consumptiorP;,;,; of the disk subsystem is defined by the total neindb disks

Piotat = Nmin * Pactive

We save power by deactivating disks. While a dslkdeactivated it consumes no
power at all. The goal is to deactivate as manyksdias possible while still
guaranteeing sufficient storage space and read/Wahdwidth.

9.3 Baseline

We compare our disk management scheme againstedineasvhere all disks are
constantly powered on, regardless of their utiiorat
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9.4 Target success criteria

Reduce energy consumed by 25% if the workload shswifcient load
variability via the ability to turn off individuatlisks without compromising
availability and performance: Because disks onlgscme about 10% of the
total server energy, we expect the absolute savingse less than what is
achievable with our other energy saving mechanigbasidering only the
energy consumed by the disk subsystem we consezbataim at a 25%
reduction if the workload shows sufficient loadiadility.

30



SD1 ParaDIME Stack Target Success Criteria Document

Version 1.0

10References

[BBOY]

[CMHM10]

[CUYF13]

[DWBS10]

[EUVGO9]

[GrANn06]

[MMO7]

[Poll99]

[RaRu1l1]

[ToNROO]

[VS10]

[WolLe08]

[YOEr09]

A. Baumann, P. Barham, P.-E. Dagand, T. i4aR. Isaacs, S. Peter,
T. Roscoe, A. Schipbach, A. Singhafibe Multikernel: A new OS
architecture for scalable multicore systerdi@nd ACM Symposium on
OS Principles, Big Sky, MT, USA, October 2009.

E.S. Chung, P.A. Milder, J.C. Hoe, K. Maingle-Chip Heterogeneous
Computing: Does the Future Include Custom LogicGGRB, and
GPGPUs? Microarchitecture (MICRO), 43rd Annual IEEE/ACM
International Symposium on , vol., no., pp.225-226,10

A. Cristal, O. Unsal, G. Yalcin, C. FetzdrT. Wambhoff, P. Felber, D.
Harmanci, A. Sobd,everaging Transactional Memory for Energy-
Efficient Computing Below Safe Operation MarginRANSACT

2013 - 8th ACM SIGPLAN Workshop on Transactionah@puting.
Texas, 2013.

R.G. Dreslinski, M. Wieckowski, D. Blaauw, Sylvester, T. Mudge,
Near-Threshold Computing: Reclaiming Moore's Lawoligh Energy
Efficient Integrated CircuitsProceedings of the IEEE , vol.98, no.2,
pp.253,266, Feb. 2010

O. Ergin, O. Unsal, X. Vera, A. Gonzal&educing Soft Errors
through Operand Width Aware PolicidEEE Trans. Dependable
Secur. Comput. 6, 3 (July 2009), 217-230.

E. Grochowski, M. Annavarari&nergy per Instruction Trends in Intel
MicroprocessorsTechnology@Intel Magazine, March 2006.

M. Michael, J.E. Moreira, D. Shiloach, R.W\isniewski,Scale-up x
Scale-out: A Case Study using Nutch/Lucéreceedings of IPDPS,
2007.

F. J. PollackiNew microarchitecture challenges in the coming
generations of CMOS process technologies (keyruiteeas) In
Proceedings of the 32nd annual ACM/IEEE internatiGymposium
on Microarchitecture (MICRO 32), 1999.

T. Rauber, G. Ringd&ipdeling the energy consumption for
concurrent executions of parallel tasks Proceedings of the 14th
Communications and Networking Symposium (CNS '$biety for
Computer Simulation International, San Diego, CSA) 11-18,

2011.

J. Y. F.Tong, D. Nagle, R. A. Rutenb@educing Power by
Optimizing the Necessary Precision/Range of FlapBoint
Arithmetig IEEE Transactions On Very Large Scale Integration
(VLSI) Systems, Vol. 8, No. 3, June 2000.

A. Vishnu, S. Song et aDesigning Energy Efficient Communication
Runtime Systems for Data Centric Programming M&dEEE/ACM
International Conference on Green Computing anghi@onications
(GreenCom). Dec. 18- 20, 2010

D.H. Woo, H.S. Le&xtending Amdahl’s Law for Energy-Efficient
Computing in the Many-Core ErdEEE Computer, 41(12), 2008.
D.H. Yoon, M. EreziMemory mapped ECC: low-cost error protection
for last level cachesn Proceedings of the 36th annual International
Symposium on Computer architecture, 2009).

31



SD1 ParaDIME Stack Target Success Criteria Document
Version 1.0

[YUCH11] G. Yalcin, O. Unsal, A. Cristal, I. Huk). Valero,SymptomTM:
Symptom Based Error Detection and Recovery Using\Mare
Transactional Memoryin 20th International Conference on Parallel
Architectures and Compilation Techniques, Octolidr12

[ZIKW99] T. Zidenberg, I. Keslassy, U. WeisdiultiAmdahl: How Should |
Divide My Heterogeneous Chig?EEE Computer Architecture
Letters, vol. 11, no. 2, pp. 65-68, July-Dec, 2012.

32



